Transitional Heat Transfer in Plain Horizontal Tubes
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In this study, the heat transfer behavior in the transition region for plain horizontal tubes under a uniform wall heat flux boundary condition is discussed in detail. In particular, the influence of inlet configuration and free convection superimposed on the forced convection (or mixed convection) at the start and end of the transition region and the magnitude of heat transfer are addressed. The available correlations to predict the heat transfer coefficient in the transition region are reviewed, and their performance are evaluated based on 1290 experimental data points obtained under a wide range of experimental conditions. Appropriate correlations for the mixed and forced convection transition regions are recommended. Finally, a flow regime map for determination of the boundary between forced and mixed convection in horizontal tubes with different inlets is presented.

INTRODUCTION

An important design problem in industrial heat exchangers arises when flow inside the tubes falls into the transition region. In practical engineering design, the usual recommendation is to avoid design and operation in this region; however, this is not always feasible under design constraints. The usually cited transitional Reynolds number range of about 2300 (the onset of turbulence) to 10,000 (fully turbulent condition) applies, strictly speaking, to a very steady and uniform entry flow with a rounded entrance. If the flow has the disturbed entrance typical of heat exchangers, in which there is a sudden contraction and possibly even a re-entrant entrance, the transitional Reynolds number range will be much different. This in turn influences the magnitude of heat transfer coefficient in this region.

The selection or development of an appropriate heat transfer correlation for the transition region in horizontal tubes requires an understanding of the factors that influence the start and end of the transition region and the behavior of heat transfer in this region.

The objective of this paper is to first gain an understanding of the factors influencing heat transfer in the transition region and then analyze the available heat transfer correlations for this region.

HEAT TRANSFER BEHAVIOR IN THE TRANSITION REGION

To gain a complete understanding of the heat transfer behavior in the transition region, the experimental results of Ghajar and his coworkers [1–3] will be examined. This is the most complete and systematic heat transfer experimental data set in the transition region available in the open literature. They experimentally investigated the inlet configuration effects on developing and fully developed transitional forced and mixed convection heat transfer in a circular tube under a uniform wall heat flux boundary condition. Their experiments were conducted in a circular tube with a maximum length-to-inside diameter ratio of 385. In their experiments, distilled water and mixtures of distilled water and ethylene glycol were used. They collected 1290 experimental data points, and their experiments covered a local bulk Reynolds number range of 280 to 49000, a local bulk Prandtl number range of 4 to 158, a local bulk Grashof number range of 1000 to $2.5 \times 10^5$, and a local bulk Nusselt number range of 13 to 258. The wall heat flux for their experiments ranged from 4 to 670 kW/m$^2$. In their investigations, they used three types of inlet configurations, as shown in Figure 1: re-entrant...
(tube extends beyond tubesheet face into the head of distributor), square-edged (tube end is flush with tubesheet face), and bell-mouth (a tapered entrance of tube from tubesheet face).

Figure 2 [1] clearly shows the influence of the inlet configuration on the beginning and end of the heat transfer transition region. This figure plots the local average peripheral heat transfer coefficients in terms of the Colburn j factor \( j = \frac{St Pr^{0.67}}{Re^{0.2}} \) versus local Reynolds number for all flow regimes at the length-to-inside diameter ratio of 192. The filled symbols in Figure 2 designate the start and end of the heat transfer transition region for each inlet. The presented results show how heat transfer in the transition region varies between the limits of the Sieder and Tate [4]-type correlation \( \text{Nu} = 0.023Re^{0.8}Pr^{0.33}(\mu_e/\mu_w)^{0.14} \) for fully developed turbulent flow and \( \text{Nu} = 4.364 \) for fully developed laminar flow with a uniform wall heat flux boundary condition. Note the buoyancy effect on the laminar flow data giving the much larger mixed convection heat transfer coefficient, yielding a mixed convection value of about \( \text{Nu} = 14.5 \).

As shown by the filled symbols in Figure 2, the lower and upper limits of the heat transfer transition Reynolds number range depend on the inlet configuration. In addition, these transition Reynolds number limits are \( x/D \)-dependent, and they linearly increase with an increase in \( x/D \) [2]. To determine the range of heat transfer transition Reynolds numbers along the tube, Ghajar and Tam [2] used their experimental data and developed figures similar to Figure 2 for twenty other \( x/D \) locations. From these figures, the heat transfer transition Reynolds number range for each inlet was determined to be about 2000–8500 for the re-entrant inlet, 2400–8800 for the square-edged inlet, and 3400–10,500 for the bell-mouth inlet. The lower and upper limits of the heat transfer transition Reynolds numbers for the three different inlets along the tube (3 \( \leq x/D \leq 192 \)) are summarized in Table 1. The results shown in this table indicate that the re-entrant inlet configuration causes the earliest transition from laminar flow into the transition regime (at about 2000), while the bell-mouth entrance retards this regime change (at about 3400). The square-edged entrance falls in between (at about 2400), which is close to the often quoted value of 2300 in most textbooks.

The application of heat to the tube wall produces a temperature difference in the fluid. The fluid near the tube wall has a higher temperature and lower density than the fluid close to the centerline of the tube. This temperature difference may produce a secondary flow due to free convection. In the laminar flow region, the effect of free convection (or buoyancy) on forced convection can be clearly seen in Figure 2, which resulted in an upward parallel shift of the Colburn j factors from their fully developed forced convection laminar values. In the transition region, the effect of mixed convection cannot be easily seen unless the local heat transfer information, which is the ratio of the local heat transfer coefficients to the peripheral heat transfer coefficients, is considered.
peripheral heat transfer coefficient at the top of the tube to the local peripheral heat transfer coefficient at the bottom of the tube ($h_t/h_b$), is carefully examined. To properly account for the effect of mixed convection, Ghajar and his coworkers [1–3] used four thermocouples around the periphery of the tube (90° apart) at each of the twenty-six designated axial locations along the tube. The thermocouples were at close intervals near the entrance of the tube and at greater intervals further downstream. According to Ghajar and Tam [1, 2], $h_t/h_b$ should be close to unity (0.8–1.0) for forced convection and is much less than unity (< 0.8) for a case in which mixed convection exists. Figure 3 [1, 2] shows the effect of secondary flow on heat transfer coefficient for different inlets and flow regimes. For the re-entrant, square-edged, and bell-mouth inlets, when the Reynolds numbers were greater than 2500, 3000, and 8000, respectively, the flows were dominated by forced convection heat transfer, and the heat transfer coefficient ratios ($h_t/h_b$) did not fall below 0.8–0.9. (In fact, at times they exceeded unity due to the roundoff errors in the property evaluation subroutine of their [1] data reduction program.) The flows dominated by mixed convection heat transfer had $h_t/h_b$ ratios beginning near 1 but dropped off rapidly as the length-to-diameter ratio ($x/D$) increased. Beyond about 125 diameters from the entrance, the ratio was almost invariant with $x/D$, indicating a much less dominant role for forced convection heat transfer and increased free convection activity. In reference to Figure 3, it is interesting to observe that the starting length necessary for the establishment of the free convection effect for low Reynolds number flows is also inlet-dependent. When the secondary flow is established, a sharp decrease in $h_t/h_b$ occurs. Depending on the type of inlet configuration, for low Reynolds number flows ($Re < 2500$ for re-entrant, < 3000 for square-edged, and < 8000 for bell-mouth), the flow can be considered to be dominated by forced convection over the first 20–70 diameters from the entrance to the tube. It should be noted that the reported lower and upper limits of heat transfer transition Reynolds numbers in Table 1 are not influenced by the presence of mixed convection. However, as the flow travels the tube length required for the establishment of secondary flow, the lower transition region for all three inlets will be influenced by the presence of mixed convection. It should be noted that for the bell-mouth inlet, the mixed convection effect will influence not only the lower transition region but also the upper part of the transition region [3].

In a subsequent study, Tam and Ghajar [3] experimentally investigated the behavior of local heat transfer coefficients in the transition region for a tube with a bell-mouth inlet. This type of inlet is used in some heat exchangers mainly to avoid the presence of eddies that are believed to be one of the causes for erosion in the tube inlet region. Figure 4 shows the variation of local Nusselt number along the tube length ($x/D$) in the transition region for the three inlet configurations at comparable Reynolds numbers. As shown in Figure 4, the re-entrant and square-edged inlets show no influence on the local heat transfer coefficients. For these inlets, the local Nusselt number has a minimum value at an $x/D$ approximately equal to 25 and increases monotonically along the tube rather than staying at a relatively constant value, as is the expected behavior in the fully developed laminar and turbulent flows (see Figure 5) [3]. However, for the bell-mouth inlet, the variation of the local heat transfer coefficient with tube length in the transition (Figure 4) and turbulent (Figure 5) flow regions is very unusual. For this inlet geometry, the boundary layer along the tube wall is at first laminar and then changes through a transition to the turbulent condition, causing a dip in the $Nu$ vs. $x/D$ curve. The length of the dip in the transition region is much longer ($100 < x/D < 175$) than in the turbulent region ($x/D < 25$), as shown in Figures 4 and 5, respectively. Hence, the mixed convection effect is strongly present even in high Reynolds numbers’ upper transition region. The presence of the dip in the transition region causes a significant influence in both the local and average heat transfer coefficients. This is particularly important for heat transfer calculations in short tube heat exchangers with a bell-mouth inlet.

**HEAT TRANSFER CORRELATIONS IN THE TRANSITION REGION**

The first correlation that received attention is the one proposed by Hausen [5], as the proposed correlation covers...
Reynolds numbers ranging from 2300 to $10^5$. This correlation was developed using the data collected in [4]. The form of this correlation, which is the product of different exponential functions, is in a form typical of turbulent flow correlations. Hausen’s correlation is:

$$\text{Nu} = 0.037(\text{Re}^{0.75} - 180)\text{Pr}^{0.42}\left[1 + \left(\frac{D}{x}\right)^{2/3}\left(\frac{\mu_b}{\mu_w}\right)^{0.14}\right]$$

where $0 < D/x < 1$ and $0.6 < \text{Pr} < 10^3$.

Equation (1) was examined by various researchers after its publication in 1959. Researchers such as Hufschmidt et al. [6], Reinicke [7], and Schlunder [8] indicated that their experimental heat transfer coefficients deviated considerably from the values predicted by Hausen’s correlation in the transition region, and therefore should limit the applicability of this equation in the transition region. Even though Hausen’s correlation proved to be not accurate in the transition region, there is little follow-up research in this important region.

According to the Handbook of Single-Phase Convective Heat Transfer [9], the correlations that can be used in the fully developed transition region are those of Gnielinski [10] and Churchill [11], based on the listed Reynolds number range. The correlations by Gnielinski [10] are also strongly recommended by Shah and Johnson [12]. Gnielinski’s correlation is based on the correlation form of Petukhov et al. [13], which is in fact an improved version of Prandtl’s [14] correlation. Gnielinski’s correlation is
given as:

\[ Nu = \left( \frac{1}{2} \right) \left( \frac{Re - 1000}{Pr} \right) \]

where \( 2300 < Re < 5 \times 10^6 \), \( 0.5 < Pr < 2000 \), and \( f = (1.58 \ln(Re - 3.28))^{-2} \).

For the developing region, Gnielinski modified Eq. (2) by introducing the correction factors \( 1 + \left( \frac{D}{x} \right)^{2/3} \), which takes care of the entrance effects, and \( \left( \frac{Pr_b}{Pr_w} \right)^{0.11} \), which considers the influence of temperature-dependent fluid properties. The Prandtl number ratio can be approximated by \( \left( \frac{\mu_b}{\mu_w} \right)^{0.11} \) because \( Pr = \frac{\mu c_p}{k} \), and for most liquids, the thermal conductivity and specific heat are relatively independent of temperature. Therefore, for developing liquid flow, Gnielinski’s correlation took the following form:

\[ Nu = \left( \frac{1}{2} \right) \left( \frac{Re - 1000}{Pr} \right) \left[ 1 + 12.7 \left( \frac{Pr^{2/3}}{3} - 1 \right) \left( \frac{\mu_b}{\mu_w} \right)^{0.11} \right] \]

where \( \mu_b/\mu_w \) is the ratio of specific heat capacities.

This correlation is good for developing forced convection with a Reynolds number ranging from 2300 to \( 10^6 \) and a Prandtl number ranging from 0.6 to 10^5. In establishing the constants in his correlation, Gnielinski made use of approximately 800 experimental data points from various researchers. Details regarding the data used by Gnielinski are available in [10]. According to Gnielinski, nearly 90% of the experimental data were predicted with less than \( \pm 20\% \) deviation.

Another important correlation for the transition region is the correlation of Churchill [11]. The general expression of the correlation is of the form:

\[ Nu^{10} = Nu^{10}_l + \left( \exp\left[\frac{2200 - Re}{365}\right] + 1 \right)^{-5} \]

where \( Nu_l \) is the correlation for the laminar Nusselt number, \( Nu_{lc} \) is the Nusselt number being evaluated at critical Reynolds number of 2100, and \( Nu_t \) is correlation for the turbulent Nusselt number.

Figure 6 Comparison between predictions of Eq. (2) and experimental data for the re-entrant inlet.

Figure 7 Comparison between predictions of Eq. (2) and experimental data for the square-edged inlet.
number. With the appropriate values for \( \text{Nu}_l, \text{Nu}_{lc}, \) and \( \text{Nu}_t \), Churchill’s equation is capable of predicting hydrodynamically and thermally fully developed flow and hydrodynamically fully developed and thermally developing flow. For hydrodynamically and thermally fully developed flow, the equations for \( \text{Nu}_l, \text{Nu}_{lc}, \) and \( \text{Nu}_t \) are:

\[
\text{Nu}_l = \text{Nu}_{lc} = 4.36
\]

and

\[
\text{Nu}_t = 6.3 + \frac{0.079(\sqrt{f}/2)^{1/2}\text{Re Pr}}{(1 + \text{Pr}^{1/5})^{5/6}}
\]

where

\[
\frac{1}{\sqrt{f}} = 2.21 \ln \left(\frac{\text{Re}}{7}\right)
\]

Therefore, Churchill’s correlation for hydrodynamically and thermally fully developed flow becomes:

\[
\text{Nu}_{10}^{10} = (4.364)^{10} + \left[\exp[(2200 - \frac{\text{Re}}{\text{Pr}/x})/2] + \frac{1}{\text{Nu}_{lc}^2}\right]^{-5} \tag{5}
\]

For hydrodynamically fully developed and thermally developing flow, the values of \( \text{Nu}_l \) and \( \text{Nu}_{lc} \) are no longer constant, and the following equations should be used instead:

\[
\text{Nu}_l = 4.364\left[1 + \left(\frac{\text{Re Pr D}/x}{7.3}\right)^{21/6}\right]
\]

\[
\text{Nu}_{lc} = 4.364\left[1 + \left(\frac{287\text{Pr D}}{x}\right)^{21/6}\right]
\]

For moderate to large Prandtl numbers, the thermal entrance effect is negligible according to [11]; therefore, the same \( \text{Nu}_t \) equation recommended for use in Eq. (5) can still be used. Hence, Churchill’s correlation for hydrodynamically developing and thermally fully developed flow becomes:

\[
\text{Nu}_{10}^{10} = \left\{(4.364)^{10} + \left[\exp[(2200 - \frac{\text{Re}}{\text{Pr}/x})/2] + \frac{1}{\text{Nu}_{lc}^2}\right]^{-5} \right\}^{10} \tag{6}
\]

In the development of his correlation, Churchill [11] took a completely different approach than the one taken by Gnielinski.
In Gnielinski’s work, even though it was not mentioned explicitly by the author but is apparent from the experimental data used in his work, the majority of the data were in the fully turbulent region (Reynolds numbers greater than 8000). Therefore, Gnielinski considered his correlation suitable for turbulent pipe and channel flows. However, Churchill’s correlation was developed for the entire flow regime (laminar, transition, and turbulent) with Reynolds numbers ranging from 10 to $10^6$ and Prandtl numbers ranging from 0 to $10^6$. The method used by Churchill was first proposed in the work of Churchill and Usagi [15]. They successfully implemented a heat transfer correlation that can be constructed by taking the $p$th root of the sum of the $p$th power of the limiting solutions or correlations for large and small values of the independent variable. Intermediate values were then utilized to choose the best value for the arbitrary exponent $p$.

This procedure was first used to construct an expression for the effect of Pr on Nu at large Re values. This correlating equation for large Re values was then combined with a value of Nu for the limiting case of turbulent flow as RePr decreases to yield a correlating equation for all Pr values over the entire regime of fully developed turbulent flow. This second correlating equation was in turn combined with an asymptotic expression for transition to laminar flow. Finally, this third correlating equation was combined with the appropriate expression for Nu in the laminar regime to give an overall correlating equation for all Re and Pr values. With the use of appropriate sub-correlations, Churchill’s correlation seems to work for both developing and fully developed flows.

Churchill [11] collected experimental data from other researchers to examine his correlation. He used a total number of 249 experimental data points in the Prandtl number range of 0.022 to 75 and Reynolds number range of $10^3$ to $10^6$. Churchill claimed that the accuracy of his correlation is comparable to Gnielinski’s correlation (i.e., nearly 90% of the experimental data were predicted with less than 20% deviation), but the application range is broader because of the method used in setting up the correlation. Churchill [11] clearly recognized the importance of accurate experimental data, particularly in the transition region, and clearly states that the modification of the coefficients and exponents of his correlation is necessary when measurements with improved accuracy can be obtained in the future.
Neither of the correlations presented so far were specifically developed for the transition region. In Gnielinski’s work attention was given mostly to the turbulent region; in Churchill’s work, the main contribution was to develop a single correlation for all flow regimes instead of a precise correlation just for the transition region. In developing their transition region heat transfer correlations, Ghajar and Tam [1] took a completely different approach than the previous investigators in this region. They first performed very careful experiments in the transition region, paying particular attention to the role of secondary flow (free convection superimposed on the forced convection or mixed convection) and inlet configuration effects on the start and end of the transition region and the magnitude of heat transfer in this region. After a careful analysis of their transitional heat transfer and following the general form of Churchill’s [11] correlation, Ghajar and Tam [1] proposed some prediction methods for this region to bridge between laminar correlations and turbulent correlations and applicable to forced and mixed convection in the entrance and fully developed regions for three types of inlet configurations (re-entrant, square-edged, and bell-mouth). The local heat transfer coefficient in transition flow is obtained from the transition Nusselt number, $N_{\text{trans}}$, which is calculated as follows at a distance $x$ from the entrance:

$$N_{\text{trans}} = N_u + \{\exp[(a - Re)/b] + N_{tu}\}^c$$  \hspace{1cm} (7)

where $N_u$ is the laminar flow Nusselt number and $N_{tu}$ is the turbulent flow Nusselt number given by Eqs. (8) and (9), respectively.

Ghajar and Tam [1] used a total of 546 experimental data points in the entrance and fully developed laminar region with natural convection effects and proposed the following correlation for the laminar flow Nusselt number ($N_u$), which represented 86% of experimental data with less than $\pm 10\%$ deviation and $100\%$ of measured data with less than $\pm 17\%$ deviation:

$$N_u = 1.24 \left[ \left( \frac{Re Pr D}{x} \right) + 0.025(Gr Pr)^{0.75} \right]^{1/3} \left( \frac{\mu_b}{\mu_w} \right)^{0.14}$$  \hspace{1cm} (8)

where $3 \leq x/D \leq 192$, $280 \leq Re \leq 3800$, $40 \leq Pr \leq 160$, $1000 \leq Gr \leq 28000$, and $1.2 \leq \mu_b/\mu_w \leq 3.8$. For a turbulent flow Nusselt number ($N_{tu}$), Ghajar and Tam [1] used a total of 604 experimental data points in the entrance and fully developed...
turbulent region and developed the following correlation, correlating 100% of experimental data with less than ±11% deviation and 73% of measured data with less than ±5% deviation:

\[ \text{Nut} = 0.023 \text{Re}^{0.8} \text{Pr}^{0.385} \left( \frac{X}{D} \right)^{-0.0054} \left( \frac{\mu_b}{\mu_w} \right)^{0.14} \tag{9} \]

where

\[ 3 \leq \frac{x}{D} \leq 192, \]
\[ 7000 \leq \text{Re} \leq 49000, \]
\[ 4 \leq \text{Pr} \leq 34, \]
\[ 1.1 \leq \frac{\mu_b}{\mu_w} \leq 1.7. \]

The physical properties (k, \( \mu \), \( \rho \), \( c_p \)) appearing in the dimensionless numbers (\text{Nu}, \text{Re}, \text{Pr}, \text{Gr}) are all evaluated at the bulk fluid temperature (\( T_b \)). The values of the empirical constants \( a \), \( b \), and \( c \) in Eq. (7) depend on the inlet configuration and are given in Table 2. The viscosity ratio accounts for the temperature effect on the process. The range of application of the heat transfer correlation based on Ghajar and Tam’s [1] database of 1290 data points (441 points for re-entrant inlet, 416 points for square-edged inlet and 433 points for bell-mouth inlet) is as follows:

<table>
<thead>
<tr>
<th>Inlet geometry</th>
<th>( a )</th>
<th>( b )</th>
<th>( c )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Re-entrant</td>
<td>1766</td>
<td>276</td>
<td>−0.955</td>
</tr>
<tr>
<td>Square-edged</td>
<td>2617</td>
<td>207</td>
<td>−0.950</td>
</tr>
<tr>
<td>Bell-mouth</td>
<td>6628</td>
<td>237</td>
<td>−0.980</td>
</tr>
</tbody>
</table>

Re-entrant. \( 3 \leq \frac{x}{D} \leq 192, 1700 \leq \text{Re} \leq 9100, 5 \leq \text{Pr} \leq 51, 4000 \leq \text{Gr} \leq 210000, 1.2 \leq \frac{\mu_b}{\mu_w} \leq 2.2 \).

Square-edged. \( 3 \leq \frac{x}{D} \leq 192, 1600 \leq \text{Re} \leq 10700, 5 \leq \text{Pr} \leq 55, 4000 \leq \text{Gr} \leq 250000, 1.2 \leq \frac{\mu_b}{\mu_w} \leq 2.6 \).

Bell-mouth. \( 3 \leq \frac{x}{D} \leq 192, 3300 \leq \text{Re} \leq 11100, 13 \leq \text{Pr} \leq 77, 6000 \leq \text{Gr} \leq 110000, 1.2 \leq \frac{\mu_b}{\mu_w} \leq 3.1 \).

These correlations capture about 70% of measured data within a deviation band of ±10% and 97% of measured data within ±20%, which is remarkable for transition flows. The individual expressions above for Nut and Nut can be used alone for developing and fully developed flows in those respective regimes. The lower and upper limits of the heat transfer transition Reynolds number ranges for the three different inlets are summarized in Table 1.

![Figure 14](image1.png) Comparison between predictions of Eq. (5) and experimental data for the bell-mouth inlet.

![Figure 15](image2.png) Comparison between predictions of Eq. (6) and experimental data for the re-entrant inlet.
COMPARISON OF THE ACCURACY OF THE CORRELATIONS

In this section, it will be shown how well the correlations of Gnielinski [10], Eqs. (2) and (3); Churchill [11], Eqs. (5) and (6); and Ghajar and Tam [1], Eq. (7) predict the developing and fully developed transitional flow experimental data of Ghajar and Tam [1] for the three different inlet configurations. The data for each inlet configuration were separated into two groups: the developing and fully developed mixed convection data, and the developing and fully developed forced convection data. The 441 data points for the re-entrant inlet consisted of 194 mixed convection and 247 forced convection data points. For the square-edged inlet with a total of 416 data points, 286 points were mixed convection and 130 data points were forced convection. For the third inlet, the bell-mouth, from a total of 433 data points, there were 365 mixed convection and 68 forced convection data points.

Figures 6 to 20 compare the predicted and experimental Nusselt numbers. In these figures, the boundary between the forced and mixed convection is also included to show the influence of mixed convection on the heat transfer in the transition region. As discussed earlier, the boundary for each inlet was determined by observing the ratio of the local peripheral heat transfer coefficient at the top of the tube to the local peripheral heat transfer coefficient at the bottom of the tube \( (h_t/h_b) \). The deviation between the predicted and the experimental Nusselt numbers for the five correlations under study is summarized in Tables 3 to 8 for the two groups of transitional experimental data (developing/fully developed mixed convection and developing/fully developed forced convection) and the three inlets (re-entrant, square-edged, and bell-mouth). For each case, the tables provide information on the number of the predicted data points that were within the ±5%, ±10–20%, ±20–30%, and above ±30% of the experimental data points. In addition, the absolute maximum, minimum, and average deviations for each correlation are presented. The last row of the tables shows what is referred to as a “±20% Index.” This index shows the percentage of the total number of experimental data points that were predicted by a particular equation within ±20% deviation. This index will be used as a guideline to compare the performance of the different correlations under study. Figures 6 to 20 and Tables 3 to 8 clearly show the performance of these correlations in the transition region.

Figure 16  Comparison between predictions of Eq. (6) and experimental data for the square-edged inlet.

Figure 17  Comparison between predictions of Eq. (6) and experimental data for the bell-mouth inlet.
Gnielinski’s correlations, Eqs. (2) and (3), are unable to provide satisfactory predictions of the experimental data in the mixed convection region for the three inlet configurations (see Figures 6 to 8 for Eq. [2] and Figures 9 to 11 for Eq. [3] for the results of comparisons). According to Tables 3, 5, and 7, Eq. (2) predicted only 48.5% of the data for the re-entrant inlet, 28.7% of the data for the square-edged inlet, and 4.1% of the data for the bell-mouth inlet with less than 20% deviation. For Eq. (3), the predictions were worse. The percentage of the data predicted with less than 20% deviation is 24.7% for the re-entrant inlet, 15.4% for the square-edge inlet, and none of the data of the bell-mouth inlet. However, for forced convection, it is a completely different situation. As shown in Figures 12 to 14, Eqs. (2) and (3) predicted the experimental data for all three inlets very accurately. According to Tables 4, 6, and 8, Eq. (2) predicted 96% of the data for the re-entrant inlet, 96.9% of the data for the square-edged inlet, and 100% of the data for the bell-mouth inlet with less than 20% deviation. Using Eq. (3), 89.1% of the data for the re-entrant inlet, 77.7% of the data for the square-edged inlet, and 86.8% of the data for the bell-mouth inlet were predicted with less than 20% deviation. Overall, the deviation band for Eqs. (2) and (3) is small, and the majority of the data were predicted with acceptable deviation.

Churchill’s correlations, Eqs. (5) and (6), also failed to give an accurate prediction of the experimental data in the mixed convection region for the three inlet configurations, as depicted in Figures 12 to 14 for Eq. (5) and Figures 15 to 17 for Eq. (6). According to Tables 3, 5, and 7, the majority of the data were predicted with a deviation larger than 30% by both equations. However, the performance of Eqs. (5) and (6) were slightly better when they were applied to the bell-mouth inlet. For forced convection, according to Tables 4, 6, and 8, Eq. (5) predicted 59.5%, 64.6%, and 100% of the data with less than 20% deviation for the re-entrant, square-edged, and bell-mouth inlets, respectively. These results are also shown in Figures 12 to 14. Using Eq. (6), it predicted 89.5%, 54.6%, and 100% of the data with less than 20% deviation for the re-entrant, square-edged, and bell-mouth inlets, respectively (see also Figures 15 to 17 for the results of comparisons). From these comparisons, it is apparent that Eqs. (5) and (6) do an excellent job of predicting the forced convection data for the bell-mouth inlet. Equation (6) also does a very good job of predicting the forced convection data for the re-entrant inlet.
Table 3 Deviations associated with different correlations (mixed convection re-entrant inlet, 194 data points)

<table>
<thead>
<tr>
<th>Deviation range</th>
<th>Eq. (2)</th>
<th>Eq. (3)</th>
<th>Eq. (5)</th>
<th>Eq. (6)</th>
<th>Eq. (7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of points below ±5%</td>
<td>18.00</td>
<td>8.00</td>
<td>0.00</td>
<td>13.00</td>
<td>89.00</td>
</tr>
<tr>
<td>Number of points between ±5–10%</td>
<td>21.00</td>
<td>15.00</td>
<td>0.00</td>
<td>8.00</td>
<td>68.00</td>
</tr>
<tr>
<td>Number of points between ±10–20%</td>
<td>55.00</td>
<td>25.00</td>
<td>0.00</td>
<td>22.00</td>
<td>31.00</td>
</tr>
<tr>
<td>Number of points between ±20–30%</td>
<td>46.00</td>
<td>34.00</td>
<td>0.00</td>
<td>20.00</td>
<td>6.00</td>
</tr>
<tr>
<td>Number of points above ±30%</td>
<td>54.00</td>
<td>112.00</td>
<td>194.00</td>
<td>131.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Absolute maximum deviation %</td>
<td>74.15</td>
<td>92.98</td>
<td>91.01</td>
<td>92.49</td>
<td>23.00</td>
</tr>
<tr>
<td>Absolute minimum deviation %</td>
<td>0.57</td>
<td>0.22</td>
<td>69.58</td>
<td>0.36</td>
<td>0.02</td>
</tr>
<tr>
<td>Absolute average deviation %</td>
<td>23.64</td>
<td>33.70</td>
<td>78.67</td>
<td>37.61</td>
<td>6.61</td>
</tr>
<tr>
<td>±20% index</td>
<td>48.45</td>
<td>24.74</td>
<td>0.00</td>
<td>22.16</td>
<td>96.91</td>
</tr>
</tbody>
</table>

Table 4 Deviations associated with different correlations (forced convection re-entrant inlet, 247 data points)

<table>
<thead>
<tr>
<th>Deviation range</th>
<th>Eq. (2)</th>
<th>Eq. (3)</th>
<th>Eq. (5)</th>
<th>Eq. (6)</th>
<th>Eq. (7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of points below ±5%</td>
<td>18.00</td>
<td>102.00</td>
<td>16.00</td>
<td>23.00</td>
<td>68.00</td>
</tr>
<tr>
<td>Number of points between ±5–10%</td>
<td>104.00</td>
<td>75.00</td>
<td>38.00</td>
<td>30.00</td>
<td>75.00</td>
</tr>
<tr>
<td>Number of points between ±10–20%</td>
<td>115.00</td>
<td>43.00</td>
<td>93.00</td>
<td>168.00</td>
<td>97.00</td>
</tr>
<tr>
<td>Number of points between ±20–30%</td>
<td>5.00</td>
<td>22.00</td>
<td>21.00</td>
<td>21.00</td>
<td>7.00</td>
</tr>
<tr>
<td>Number of points above ±30%</td>
<td>5.00</td>
<td>5.00</td>
<td>79.00</td>
<td>5.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Absolute maximum deviation %</td>
<td>42.27</td>
<td>47.64</td>
<td>86.45</td>
<td>41.22</td>
<td>25.12</td>
</tr>
<tr>
<td>Absolute minimum deviation %</td>
<td>1.04</td>
<td>0.03</td>
<td>0.54</td>
<td>0.24</td>
<td>0.09</td>
</tr>
<tr>
<td>Absolute average deviation %</td>
<td>10.65</td>
<td>8.67</td>
<td>28.35</td>
<td>13.32</td>
<td>20.02</td>
</tr>
<tr>
<td>±20% index</td>
<td>95.95</td>
<td>89.07</td>
<td>59.51</td>
<td>99.65</td>
<td></td>
</tr>
</tbody>
</table>

Table 5 Deviations associated with different correlations (mixed convection square-edged inlet, 286 data points)

<table>
<thead>
<tr>
<th>Deviation range</th>
<th>Eq. (2)</th>
<th>Eq. (3)</th>
<th>Eq. (5)</th>
<th>Eq. (6)</th>
<th>Eq. (7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of points below ±5%</td>
<td>24.00</td>
<td>11.00</td>
<td>0.00</td>
<td>8.00</td>
<td>121.00</td>
</tr>
<tr>
<td>Number of points between ±5–10%</td>
<td>16.00</td>
<td>10.00</td>
<td>0.00</td>
<td>2.00</td>
<td>104.00</td>
</tr>
<tr>
<td>Number of points between ±10–20%</td>
<td>42.00</td>
<td>23.00</td>
<td>0.00</td>
<td>2.00</td>
<td>60.00</td>
</tr>
<tr>
<td>Number of points between ±20–30%</td>
<td>31.00</td>
<td>31.00</td>
<td>0.00</td>
<td>14.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Number of points above ±30%</td>
<td>173.00</td>
<td>211.00</td>
<td>286.00</td>
<td>260.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Absolute maximum deviation %</td>
<td>134.91</td>
<td>166.84</td>
<td>88.98</td>
<td>133.32</td>
<td>20.02</td>
</tr>
<tr>
<td>Absolute minimum deviation %</td>
<td>0.20</td>
<td>0.03</td>
<td>0.54</td>
<td>0.24</td>
<td>0.09</td>
</tr>
<tr>
<td>Absolute average deviation %</td>
<td>45.64</td>
<td>64.79</td>
<td>70.58</td>
<td>64.04</td>
<td>6.42</td>
</tr>
<tr>
<td>±20% index</td>
<td>28.67</td>
<td>15.38</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6 Deviations associated with different correlations (forced convection square-edged inlet, 130 data points)

<table>
<thead>
<tr>
<th>Deviation range</th>
<th>Eq. (2)</th>
<th>Eq. (3)</th>
<th>Eq. (5)</th>
<th>Eq. (6)</th>
<th>Eq. (7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of points below ±5%</td>
<td>44.00</td>
<td>4.00</td>
<td>7.00</td>
<td>2.00</td>
<td>46.00</td>
</tr>
<tr>
<td>Number of points between ±5–10%</td>
<td>74.00</td>
<td>20.00</td>
<td>17.00</td>
<td>9.00</td>
<td>32.00</td>
</tr>
<tr>
<td>Number of points between ±10–20%</td>
<td>8.00</td>
<td>77.00</td>
<td>60.00</td>
<td>60.00</td>
<td>40.00</td>
</tr>
<tr>
<td>Number of points between ±20–30%</td>
<td>4.00</td>
<td>23.00</td>
<td>23.00</td>
<td>29.00</td>
<td>12.00</td>
</tr>
<tr>
<td>Number of points above ±30%</td>
<td>0.00</td>
<td>6.00</td>
<td>23.00</td>
<td>30.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Absolute maximum deviation %</td>
<td>26.45</td>
<td>49.44</td>
<td>68.54</td>
<td>41.24</td>
<td>24.31</td>
</tr>
<tr>
<td>Absolute minimum deviation %</td>
<td>0.05</td>
<td>2.90</td>
<td>0.28</td>
<td>0.98</td>
<td>0.05</td>
</tr>
<tr>
<td>Absolute average deviation %</td>
<td>6.52</td>
<td>15.72</td>
<td>20.76</td>
<td>21.17</td>
<td>9.02</td>
</tr>
<tr>
<td>±20% index</td>
<td>96.92</td>
<td>77.69</td>
<td>64.62</td>
<td>54.62</td>
<td>90.77</td>
</tr>
</tbody>
</table>

Table 7 Deviations associated with different correlations (mixed convection bell-mouth inlet, 365 data points)

<table>
<thead>
<tr>
<th>Deviation range</th>
<th>Eq. (2)</th>
<th>Eq. (3)</th>
<th>Eq. (5)</th>
<th>Eq. (6)</th>
<th>Eq. (7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of points below ±5%</td>
<td>8.00</td>
<td>0.00</td>
<td>20.00</td>
<td>0.00</td>
<td>55.00</td>
</tr>
<tr>
<td>Number of points between ±5–10%</td>
<td>4.00</td>
<td>0.00</td>
<td>20.00</td>
<td>0.00</td>
<td>208.00</td>
</tr>
<tr>
<td>Number of points between ±10–20%</td>
<td>3.00</td>
<td>0.00</td>
<td>35.00</td>
<td>0.00</td>
<td>98.00</td>
</tr>
<tr>
<td>Number of points between ±20–30%</td>
<td>6.00</td>
<td>0.00</td>
<td>38.00</td>
<td>0.00</td>
<td>4.00</td>
</tr>
<tr>
<td>Number of points above ±30%</td>
<td>344.00</td>
<td>365.00</td>
<td>252.00</td>
<td>365.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Absolute maximum deviation %</td>
<td>263.33</td>
<td>344.90</td>
<td>334.40</td>
<td>334.64</td>
<td>22.03</td>
</tr>
<tr>
<td>Absolute minimum deviation %</td>
<td>1.12</td>
<td>38.99</td>
<td>0.51</td>
<td>49.32</td>
<td>0.17</td>
</tr>
<tr>
<td>Absolute average deviation %</td>
<td>128.46</td>
<td>185.44</td>
<td>103.66</td>
<td>200.72</td>
<td>8.66</td>
</tr>
<tr>
<td>±20% index</td>
<td>4.11</td>
<td>0.00</td>
<td>20.55</td>
<td>0.00</td>
<td>98.90</td>
</tr>
</tbody>
</table>

Figure 20 Comparison between predictions of Eq. (7) and experimental data for the bell-mouth inlet.

Ghajar and Tam’s correlation, Eq. (7), predicted 96.9%, 99.7%, and 98.9% of the data in the mixed convection region with less than 20% deviation for the re-entrant, square-edged, and bell-mouth inlets, respectively. The results of these comparisons can be seen in Tables 3, 5, and 7, and Figures 18 to 20. In the forced convection region, according to Tables 4, 6, and 8, Eq. (7) predicted 97.2% (re-entrant inlet), 90.8% (square-edged inlet), and 100% (bell-mouth inlet) of the experimental data with less...
than 20% deviation. These comparison results are also shown in Figures 18 to 20. As detailed in Tables 3 to 8, Eq. (7)—unlike the correlations of Gnielinski and Churchill—provides a very stable performance in all flow regions and predicts none of the experimental data for the three inlets with a deviation larger than 30%.

Based on the above observations, Gnielinski’s and Churchill’s correlations fail to give accurate predictions in the mixed convection region. This is directly due to the effect of free convection superimposed on the main flow, something Gnielinski and Churchill did not address in their works. As a matter of fact, in all convective flows, pure forced or free convection should be considered as extreme cases, and mixed convection should be considered as the general rule and not be overlooked. Because Eq. (7) is correlated with an extra independent variable (Grashof number) and accounts for the influence of different inlet configurations on the streamwise main flow due to free convection (buoyancy influences) can significantly increase the forced convection heat transfer. It is important to realize that heat transfer in combined forced and free (or mixed) convection can be significantly different from its values in both pure free and pure forced convection. Actually, buoyancy forces (free convection effects) are present in any forced convection flow, and for design purposes, it is of interest to know when they can be neglected and when they have to be accounted for. Such an investigation is made difficult by the large number of influencing parameters. Buoyancy influences forced convection heat transfer in horizontal tubes in ways that depend on Reynolds, Prandtl, and Grashof numbers as well as the tube inlet configuration, wall boundary condition, and the length-to-inside diameter ratio of the tube [1]. This makes it difficult and sometimes even dangerous to make a

The entries of the vector \( \Phi \) represent the normalized Reynolds number, Prandtl number, Grashof number, x/D, and \( \mu \) ratio, respectively. In their study, only 80% of the experimental data (denoted by \( \text{M}_L \) in Figure 21) for each inlet were used to establish the correlation’s constant matrices, as indicated in Eq. (10). The rest of the data (i.e., 20%), as denoted by \( \text{M}_S \) in Figure 21) were used for the network testing. The numerical values for the matrices and scalars for different inlet configurations are given in [16]. The comparison between the predicted and experimental Nusselt numbers is shown in Figure 21. It can be seen that the accuracy of the correlation is superb, and the majority of the experimental data were predicted with less than 5% deviation. However, as discussed in Ghajar et al. [16], unlike the semi-empirical equations, the physical meanings are difficult to be extracted from the ANN correlations, and research on extracting knowledge from this type of correlation should be undertaken. Because the ANN correlations, are very accurate, Eq. (10) is also recommended to be used in the transition region.

**FLOW REGIME MAP**

Ghajar and Tam [3] developed a flow regime map for determining the boundary between forced and mixed convection in a plain horizontal tube with re-entrant, square-edged, and bell-mouth inlets under a uniform wall heat flux boundary condition. As discussed earlier, heating a fluid flowing in a horizontal tube produces secondary flow. The fluid near the tube wall, due to its higher temperature and lower density, circulates upward, while the fluid near the central region of the tube, having a lower temperature and a higher density, circulates downward. These counter-rotating, transverse vortices that are superimposed on the streamwise main flow due to free convection (buoyancy influences) can significantly increase the forced convection heat transfer. It is important to realize that heat transfer in combined forced and free (or mixed) convection can be significantly different from its values in both pure free and pure forced convection. Actually, buoyancy forces (free convection effects) are present in any forced convection flow, and for design purposes, it is of interest to know when they can be neglected and when they have to be accounted for. Such an investigation is made difficult by the large number of influencing parameters. Buoyancy influences forced convection heat transfer in horizontal tubes in ways that depend on Reynolds, Prandtl, and Grashof numbers as well as the tube inlet configuration, wall boundary condition, and the length-to-inside diameter ratio of the tube [1]. This makes it difficult and sometimes even dangerous to make a

**Table 8** Deviations associated with different correlations (forced convection bell-mouth inlet, 68 data points)

<table>
<thead>
<tr>
<th>Deviation range</th>
<th>Eq. (2)</th>
<th>Eq. (3)</th>
<th>Eq. (5)</th>
<th>Eq. (6)</th>
<th>Eq. (7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of points below ±5%</td>
<td>59.00</td>
<td>16.00</td>
<td>4.00</td>
<td>4.00</td>
<td>39.00</td>
</tr>
<tr>
<td>Number of points between ±5–10%</td>
<td>9.00</td>
<td>24.00</td>
<td>23.00</td>
<td>23.00</td>
<td>21.00</td>
</tr>
<tr>
<td>Number of points between ±10–20%</td>
<td>0.00</td>
<td>19.00</td>
<td>41.00</td>
<td>41.00</td>
<td>8.00</td>
</tr>
<tr>
<td>Number of points between ±20–30%</td>
<td>0.00</td>
<td>8.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Absolute maximum deviation %</td>
<td>6.65</td>
<td>46.64</td>
<td>16.49</td>
<td>18.76</td>
<td></td>
</tr>
<tr>
<td>Absolute minimum deviation %</td>
<td>0.25</td>
<td>4.54</td>
<td>4.54</td>
<td>0.27</td>
<td></td>
</tr>
<tr>
<td>Absolute average deviation %</td>
<td>2.48</td>
<td>10.17</td>
<td>10.72</td>
<td>10.74</td>
<td>4.99</td>
</tr>
<tr>
<td>±20% index</td>
<td>100.00</td>
<td>86.76</td>
<td>100.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
</tbody>
</table>

where

\[
\Phi = \begin{bmatrix}
\text{Re}_{\text{normal}} \\
\text{Pr}_{\text{normal}} \\
\text{Gr}_{\text{normal}} \\
x/D_{\text{normal}} \\
(\mu_b/\mu_w)_{0.14}
\end{bmatrix}
\]

\[
= \begin{bmatrix}
2(\text{Re} - \text{Re}_{\text{min}})/(\text{Re}_{\text{max}} - \text{Re}_{\text{min}}) - 1 \\
2(\text{Pr} - \text{Pr}_{\text{min}})/(\text{Pr}_{\text{max}} - \text{Pr}_{\text{min}}) - 1 \\
2(\text{Gr} - \text{Gr}_{\text{min}})/(\text{Gr}_{\text{max}} - \text{Gr}_{\text{min}}) - 1 \\
2(x/D - x/D_{\text{min}})/(x/D_{\text{max}} - x/D_{\text{min}}) - 1
\end{bmatrix}
\]
priori assumptions concerning buoyancy effects in internal flow. Ghajar and Tam [3] used their extensive mixed and forced convection experimental heat transfer data in all flow regimes for three inlet configurations [1, 2] and their heat transfer correlations (see Eqs. [7–9]) to develop the flow regime map shown in Figure 22. Their flow regime map is applicable to all flow regimes (laminar, transition, turbulent) and the three inlets (re-entrant, square-edged, bell-mouth). From the flow regime map, for any forced flow represented by a given Reynolds number, the value of the parameter GrPr at a particular x/D location indicates whether it is necessary to consider buoyancy effects. For the identified pure forced or mixed convection region heat transfer regime, the heat transfer correlations presented in this paper, Eqs. (7–9), are recommended for heat transfer calculations.

CONCLUDING REMARKS

A detailed discussion of the behavior of heat transfer in the transition region for a horizontal tube under uniform wall heat flux boundary condition was provided in this study, and the role of mixed convection and the inlet configuration on the start and end of the heat transfer transition region were clearly established. Several heat transfer correlations for the transition region available in the open literature were reviewed. The applicability of each correlation in the transition region based on a comparison with an extensive set of experimental data was established. It was concluded that Eqs. (2) and (7) give an excellent all-around performance in the forced convection transition flow. In the mixed convection transition flow, only Eq. (7) gives excellent performance. Finally, for the determination of the boundary between forced and mixed convection in a horizontal tube with uniform wall heat flux and different inlet configurations, a flow regime map was presented. The flow regime map can be used to assist the heat exchanger designer in determining the influence of buoyancy in a horizontal tube with uniform wall heat flux for a specified inlet configuration in all flow regimes. For the identified pure forced or mixed convection heat transfer regime, heat transfer calculations can be made based on the recommended correlations.

NOMENCLATURE

\[a, b, c\] constants in Eq. (7)
\[c_p\] specific heat at constant pressure, J/kg K
D  tube inside diameter, m
f  friction factor
g  acceleration due to gravity, m²/s
Gr  Grashof number (= gβρD³(Tw − Tb)/μ²)
h  convective heat transfer coefficient, W/m² K
ho  convective heat transfer coefficient being measured at the bottom of the tube, W/m² K
hl  convective heat transfer coefficient being measured at the top of the tube, W/m² K
j  Colburn j-factor (= St P^0.67)
k  thermal conductivity, W/mK
ṁ  mass flow rate, kg/m² s
Mb  number of experimental data points used for testing the neural network
Mₘ  number of experimental points used for training the neural network
Nu  Nusselt number (= hD/k)
ρ  density, kg/m³
µ  absolute or dynamic viscosity, Ns/m²
ν  constant matrix in Eq. (10)
φ  normalized input vector
x  distance from entrance, m

Greek Symbols

β  coefficient of thermal expansion, K⁻¹
µ  absolute or dynamic viscosity, Ns/m²
ρ  density, kg/m³
Φ  normalized input vector

Subscripts

b  evaluated at bulk temperature
CAL  calculated
EXP  experimental
l  laminar
lc  laminar flow at critical Reynolds number
t  turbulent
trans  transition
w  wall
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